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Abstract

This paper addresses the optimization and performa-
bility of survivability strategies used in the next gener-
ation of high-capacity optical transport networks based
on Wavelength Division Multiplexing (WDM) technology.
The framework of survivability presented is based on the
sell-healing mechanism used in SONET/SDH. The key
issue addressed is how to determine the number of re-
dundant components and wavelength units necessary to
achieve a guaranteed level of survivability. A multi-modal
failure probability model is developed and used in the re-
liability model of optical components. The multi-modal
reliability analysis is used in conjunction with a reliability
optimization technique to determine the optimum number
of redundant components and wavelengths necessary in a
SONET/WDM network to achieve a given degree of sur-
vivability.

1. Introduction

The increasing demand for guaranteed Quality of Ser-
vice (QoS) and network availability has made network
survivability an area of significant importance in today’s
network design and management. Users are demanding
and are willing to pay for guaranteed service availabil-
ity. Efficient and robust survivability must therefore be
engineered into emerging high-capacity networks such as
WDM networks which carry traffic aggregated over a wide
geographical area. Fault-tolerant features have been suc-
cessfully implemented in SONET/SDH to address net-
work survivability concerns [1]. Significant efforts are be-
ing made at ANSI/T1 and at ITU-T [2],[4] to include
survivability features in the emerging draft recommenda-
tion for optical networks.
creasingly becomes an important design and management

As network survivability in-

consideration, there is an increasing need to develop qual-
itative measures of network survivability to guide design-
ers to build cost effective fault-tolerant optical networks.
Fault-tolerant capabilities provide networks with auto-
matic traffic restoration features activated during critical
network component failures. In a typical network being
considered, the degree of fault-tolerance depends on the
number of redundant units allocated to each component
to provide failure transparency. In this paper, reliability
modeling and integer programming techniques are used
to estimate the number of redundant units required to
achieve a desired degree of fault tolerance.

2.  Survivability Features of SONET /WDM
Networks

The traflic carrying capacity of WDM networks is pro-
jected to be on the order of magnitude several times higher
than that of SONET/SDH. At this traflic carrying capac-
ity, the failure of a WDM component be can catastrophic,
resulting in the loss of a large volume of data aggregated
over a wide geographical area. This potential loss of
high volume of data heightens the need for robust fault-
tolerant capabilities in SONET over WDM networks.
SONET/SDH protection strategies are examples of fault-
tolerant capabilities desired in WDM networks. In its
simple form, the SONET/SDH protection mechanism uses
(1:1), (14+1), and (1 :n) Automatic Protection Switch-
ing (APS) schemes. These schemes, when automated to
detect faults and reroute traffic automatically without op-
erator interventions in SONET/SDH ring networks are re-
ferred to as self-healing mechanisms. SONET/SDH’s self-
healing uses an efficient traffic restoration algorithm to
reroute traflic over redundant or spare components in the
event of network component failures. A fully redundant
unidirectional self-healing SONET ring (USHR) network
is depicted in Figure 1. It shows the weakness of USHR in
a multiple and simultaneous component failures scenario
since most of the traflic cannot be recovered using loop-
back. This is because redundant components are distrib-
uted uniformly. The allocation of spare units uniformly
in the network assumes that all network components have
the same failure rates. This assumption may not be true
in networks in which some components are deployed in
hostile environments such as undersea installations where
the failure rate could be higher. To achieve a reasonably
uniform degree of survivability in this type of networks,
components with higher failure rates must have more re-
dundant units than those with lower failure rates. The
exact number of redundant units allocated to the compo-
nents in the hostile environments can be obtained through
a reliability optimization technique presented in this pa-
per.

3. Multi-Modal Failure Reliability Modeling of
Components

In this section, we develop the reliability analysis of
WDM components by assuming that a typical component
can fail in one or more modes. We further assume that
each WDM component consists of interconnected parts
such as lasers and receivers, each of which fails indepen-



Protection Ring Sl Working Ring
ADM Q
#1 (O
S, AL S
/><\
ADM
ADM
S3 . #2 A S7
igh-failure
|4 B rate region B
S, \_@
- S,

Figure 1: USHR network with concurrent faults and com-
ponents deployed in a hostile environmen

dently. We shall also consider only two general classes of
a component failure, the a-class which describes all par-
tial failures, and the 3-class which describes total failures.
Several modes of failure are further defined within each
class of failure. All redundant components are subject to
the same classes and modes of failure. All components are
subject to the o and 3 classes of failure defined as follows:

e Class « failures: This is a severe class of faults which
affects the primary components and redundant units.
In particular, the entire subsystem fails if one com-
ponent fails.

e Class 3 failures: This is a class of failures which re-
quires all the components in the subsystem to fail
before the entire subsystem fails.

Each class of failure may include one or more modes of
failure, each with an assigned probability of failure. To
capture the definition of these failure modes, we use logic
diagrams, shown in Figure 2. The logic circuit with series
components models the a class of failure. This is because
circuit opens if at least one component fails. Similarly,
the logic circuit with parallel components models the 8
class, because the circuit partially function if one or two
components fail. The analysis assumes that the fail-
ure probabilities of all components, including redundant
units, are statistically independent. Redundant units are
connected in parallel. The classes and modes of failure for
this component are defined as follows:

o Class « failures
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Figure 2: Logic Circuits: (a) « class failures, (b) 3 class
failures

1. Mode 1: Operational temperature exceeds the
set limit.

2. Mode 2: Power failure
e Class ( failures

1. Mode 3: Failure of two or three receivers.

2. Mode 4: Failure of two or three transmitters

Now, let p;; be the probability of the i** mode fail-
ure in the j** component, where ¢ = 1,2 designates the
mode of failures in class «, and ¢ = 3,4 designates the
mode of failure in class @ failures. The logic diagrams
shown in Figure 2 are parallel and series configurations
of three components interconnected to form a subsystem.
The probability that the j** component will fail is given
by

4
pi=) pij (3.1)
i=1
Thus, the probability that the subsystem will fail is the
sum of the probabilities of its failure in each of the four
modes. For [ modes, using 2.a, the failure probabilities
for modes 3 and 4 are given by

g3 = P31P32P33, (3.2)

44 = Pa1P42P43P-

Similarly, for mode « failures, using Figure 2.a, the prob-
abilities for mode 1 and 2 failures are given by

g =1—(1—pu) (1 —pi2) (1 —pi3), (3.3)

g2 =1—(1—po1) (1 —paz) (1 — paz).

The probability of a complete or total failure is the sum
of the probabilities of failure of each component in each



of the four modes of failure.

2
2— Z (I —pa) (1 —pi2) (1 — pi3)
i=1
4
+ Z Pi1Pi2Pis-
i=3

Q = (3.4)

This result can be easily extended to a network with m
redundant components and s modes of failure, ~ of which
are in a—mode and the remaining (m — k) in B-mode.
Under this generalization, the component failure proba-
bility becomes

h m41 s m+l
= Z [Ta=pi)+ > [[py-  (35)
=1 j=1 i=ht1 j=1

If the components are alike, the probability of failure given
by (3.5) becomes

h

=h=2_0

i=1

where ¢ = 1,2,3....,h denotes the a-node failures and

it=h+1,h+2,h+3,...,s denote the F-mode failures.

Both the working components and the redundant units

are subject to the same modes, as described in section

2. In the next section, we will use the results in (3.5) and

(3.6) to obtain the optimum number of redundant units in

a SONET/WDM ring network with N components con-
nected in series.

)T Y
i=h+1

(3.6)

4. Reliability Optimization of WDM Ring
Networks

There is an increasing need to render WDM networks
fault-tolerant with features such as the SONET/SDH’s
self-healing capabilities. A key component of fault-
tolerant networks is the automatic allocation of re-
dundant network components in the event of failures.
SONET/SDH self-healing mechanisms use (1:1),(1+1),
and (1 :n) schemes for fiber failure protection. Dual-
homing is also used to protect other critical components
such as Add/Drop Multiplexers (ADMs) and Optical
Cross Connect (OCX). The (1:1) and (1+1) protection
schemes in which each component is protected by a re-
dundant unit provides a high degree of fault tolerance
but can be cost prohibitive in large scale networks. On
the other hand, the (1:n) scheme, in which one redundant
component provides protection to n components offers a
cost effective option at the expense of a lesser degree of
fault-tolerance. In this section, we use a reliability op-
timization technique to obtain the optimum number of
redundant units in (1:n), protection schemes. The objec-
tive is to optimize the reliability of network components
given by (3.5) and (3.6), subject to some design and cost
constraints. The formulation is based on (0/1) integer
programming techniques using the approach proposed in

[6].

Stage | Failure Dij gj
Mode
1 o P = 0.1230
B P12 = 0.0245 | 8
3 P13 = 0.0909
3 p1a = 0.2990
2 o pay = 0.0018
6 P22 = 0.0156
3 pos = 0.0823 | 9
6 P24 = 0.0917
3 « p31 = 0.0382
6 P32 = 0.0551
3 pas = 0.1000 | 6
6 P34 = 0.1401
4 « pa1 = 0.0497
6 P42 = 0.0619
6 P43 = 0.0691 7
6 P44 = 0.2722
5 « ps1 = 0.0497
6 P2 = 0.0617
o ps3 = 0.0691 | 8
6 P54 = 0.2722
6 « pe1 = 0.0235
6 Pe2 = 0.0262
3 pes = 0.0164 | 4
7 « pr1 = 0.0324
6 Pr2 = 0.0591
G prs = 0.0721 | 6
8 « ps1 = 0.0163
6 Pg2 = 0.0545 3
6 P84 — 0.0879

Table 1: Component Failure Probability

4.1. Problem Formulation

Redundant units optimization is a good example of a
problem that requires an integer value decision variable.
If the problem objective and cost functions are of the form
W = Zj‘V=1 fj (my) then the problem is a separable linear
optimization problem with N stages. The stages are con-
nected in series and the redundant units are connected in
series. The reliability optimization of a SONET/SDH over
WDM ring network can be formulated as an V-stage opti-
mization problem by considering each network component
as a stage. For simplicity, we assume that the maximum
number of components that can be used in the network at
each stage is limited to 4. Finding the optimum number of
redundant components required to achieve a desired sur-
vivability level becomes a constrained reliability optimiza-
tion problem. FEach stage requires an initial or primary
component and m; redundant units. The objective is to



determine m;, where 1 < j < 4. The problem is formu-
lated and solved with an integer-programming approach
as follows:

optimize:

N
W= Z fi (mj),
j=1
subject to:

N
ng(mj)ébl 2.21,2,3,...,7“7
j=1

R

;> In M

s

Y

1

J

and

m; =0,1,2,3,,...,m; j=123,...,N ,

where W and m; are the unknowns and the remaining
terms in (4.1) are defined as follows:

W : the objective function of the system to be minimized
N :the number of stages in the system

f; (m;) : the objective function of the i*" component as
a function of m;, the number of redundant units

gj (m;) : the amount of resources consumed at stage j as
a function of m;, the number of redundant units

b; : amount of resources available at the i stage
r : the number of components

R; : reliability at the 5P stage with m; + 1 (redundant

+ initial ) units
M : the minimum acceptable reliability of the system
m; : the number of redundant units used at stage j

m; : the maximum number of redundant units allowed
at stage j

Letting m; be the number of components used in stage
Jj, the optimization problem given by equation (4.3) can
be solved as the following integer programming problem:

Optimize

N m;
F=Y23" Afpmye,
j=1k=1
subject to:
M m;

SN Agipmgr < by
J=1k=1

i=1,2,3,....1 , (4.3)

M m;
Z Aln Rjkmjk Z In M (44)
j=1k=1
and
k=1,2,3,....r
My =M1 S0 s Ty (4.6)
mijx>0 jandk (4.7)

where W and m; are unknown as in (4.2) and the new
terms are defined as follows:

k : index used to denote a given redundant unit at stage
J

mj © the k" redundant unit at stage j, where mjp =
1 k& S m;
0 ms S k S ﬁ’Lj

Afjr : change in the objective function f; (m;) by
adding the %' redundant unit, where Afj, =

{fjk k=0
Jir = fir—1

k=1,2,...,my
AGijn change in g;jr (m;) by addition of the
kt" redundant unit at stage j, where Agir =

Jijk k=0
Gijk — Gijk—1

k=1,2,...,m;
Aln Ry, @ change in Ry, (m;) by addition of the
k*" redundant unit at stage j, where Aln R, =

Rijr k= 0.
Rijp — Rijr_1

k=1,2,...,my
where R;, is given by the reliability at the Gt stage
which is:

Ri=1—(h=> (1—p)™ "+ Y p"™) (48)

=1 i=h+1

The reliability of failure given by (1 —@Q;) in (4.8) as-
sumes that WDM components in our ring topology and
the redundant units at each j* stage are identical.

5. Numerical Example

Consider the USHR network shown in Figure 1. It con-
sists of a working and a protection ring, each supporting
four wavelengths. The network be viewed as a system
with a redundant unit connected in parallel. The net-
work components consist of four ADMs and four fiber
links, which together make up eight stages denoted by
(S1,52,---,98). The cost of a component, at the 8 stages
is (8,9,6,7,7,4,3), and the total cost of components in
the network should not exceed 104. Each stage has two
primary components (mjo =1, m;; =1,1 < j <8) such
that

mp =2 ms = 2
m2:2 m6:2
m3:2 m7:2 (51)
m4:2 m8:2



and m; = m;o+ mj1, 1 < j < 8. The WDM components
used in the network are assumed to be alike at each stage
and are subject to four modes of failure. The failure prob-
abilities of each component at various modes are given in
Table 1. The total number of failure modes, s, for all the
components in the systems is assumed to be 4 (s = 4).
Each component has a single @ mode of failure (h = 1),
and three § modes of failure. As a result, equation (4.8)
reduces to

R = 1—=(h—Qj)

1— (1 -1 —pi)ij + Z (pi)mj+1> )

and the change in the reliability of the j** component
obtained by adding a redundant component is given by

(5.2)

o In Rjk k=0
Aln By = { IR, —InRj, 1 k=1,2...,m
(5.3)
For k=0
Aln Rjo = In Rjk (54)
4
= In (1 - (1 —(1—ps) +Zpi>> (5.5)
i=2
For k=1
Aln le = In le —In RjO (56)

= In (1— (1—(1—pi)2+2p?>>.

—In Rjo

This process is repeated for & = 2,3,4 to obtain

mi, | k=0] k=1] k=2 k=3 k=4
j= 1 1 0 0 0
j=2| 1 1 0 0 0
j= 1 1 0 0 0
j=4] 1 1 1 0 0
j= 1 1 1 0 0
j=6| 1 1 1 0 0
j=7] 1 1 1 0 0
i=8] 1 1 0 0 0

Table 2: Integer Solution

ARjo, Ale, ARjg, ARjg, and ARJ‘4 for j = 1, 2, 37 ceey 8
stages. Thus, the objective function f (m;z) given by (4.2)
at stage j,1 < j < 8, becomes f(Aln R;pm;z) . The sec-
ond constraint Z?=1 Zi:o Agirmjr is obtained using a
similar procedure. The remaining constraints are inter-
preted as follows:

mjkzl, k=0 (57)

ensures that there is at least one component at each stage.

mjk—mjk,1§0, k:l,...,rhj,jzl,...,N (58)
Here, ; is the maximum number of allowable redundant
units at each stage and N is the total number of stages.
We ensure that the k%" redundant unit is included only
if (k — l)th redundant unit is included. In order to guar-
antee that each stage has at least one component, the
variable m;o, 1 < j < 8, is initialized to 1. The remain-
ing mjz, (1 < j <8,1 <k < 4) denote the additional

number of redundant units at each stage. The total num-
ber of redundant units is the desired unknown. For a
traditional SONET/SDH self-healing ring with 1 : 1 pro-
tection mjo = 1, mj; = 1,1 < j < 8, where mjp = 1
designates the working component and m;; = 1, desig-
nates the protection component. Both components are
uniformly distributed throughout the ring. The solution
obtained with integer programming using data from Table

1 is shown in Table 2. This table shows the integer so-

Protection
Ring SL

Working
Ring

Figure 3: USHR in Figure 2 with optimum number of
redundant ADMSs and links

lution mj, = (0/1), at each stage. That is , m;p =1 if a
component is allocated or m;; = 0 otherwise. The actual
number of components, including the redundant units, at
stage j is the sum of allocated units and is given by

4

m; szjm 1<j<8.
k=0

(5.9)



Applying (5.9) to the integer solution in table 2 we have

mp =2 ms =3
mo = 2 me = 3
ma =2 mr =2+ 1 (additional) (5.10)
my = 3 mg = 2.

Upon comparing m; 1 < j < 8, given by (5.1)
with m; in (5.10), we note that an additional re-
dundant unit is required in stages 4, 5, 6, and 7
(mas = 1,ms3 = 1,mez = 1,m73 = 1) to achieve the sur-
vivability level specified in table 1. Using the optimum
number of components at each stage given by (5.10), we
obtain the optimum survivable WDM ring network shown
in Figure 3. The computed values for mgz and m~3 are
three and two, respectively. Since each fiber in stage 6
must be terminated by an ADM in stage 7, mr73 must be
adjusted such that mg3 = m73 = 3 as shown in Table 2.
The additional redundant unit added in stage 7 is also
shown in Figure 3 .

my, | k=0 k=1] k=2 | k=3 ] k=4
j=1] 1 1 0 0 0
j=2| 1 1 0 0 0
j=3] 1 1 0 0 0
j=4] 1 1 1 0 0
i=5] 1 1 1 0 0
j=6| 1 1 1 0 0
j=7] 1 1 [0=1"] 0 0
i=8] 1 1 0 0 0

Table 3: Adjusted Integer Solution required for Full Con-
nectivity

6. Conclusion

In some networks, design engineers are willing to pay
more to achieve a desirable survivability. Often, the will-
ingness to pay more for a higher level of survivability is
constrained by the physical characteristics of the networks
and other factors such as cost. Achieving this objective
requires a framework for estimating and predicting the
number of redundant units. In networks such as SONET,
the number of redundant units is kept uniform in the ring
for simplicity. However, varying the redundancy along
the network non-uniformly, in order to meet the network-
wide requirements posed by a varying failure propensity,
is a viable option in WDM networks. This paper pro-
vides a framework for such optimization of survivability
in WDM networks.
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